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Information for Candidates:

Notation: (a)

(b)
(©)

(d)
(€)

(f)
(@)

Information Theory

Random variables are shown in a sans serif typeface. Thus x,x, X denote
a random scalar, vector and matrix respectively. The alphabet of a discrete
random scalar, x , is denoted by X and its size by |X|.

X, denotes the sequence x,, X,, -, X,, .
The normal distribution function is denoted by:
N(x; 11,0%) = (270 ) " exp(-e(x - 1) ?)

@ denotes the exclusive-or operation or, equivalently, addition modulo 2.

logx = :n_>2< denotes logarithm to base 2.
n

P(e) denotes the probability of the discrete event .

“i.1.d.” denotes “independent identically distributed”
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The Questions

1. Inthis question, all vectors and matrices have binary valued elements, i.e. 0 or 1, and all
matrix or vector additions and multiplications are performed modulo 2. z is a vector of
length n whose elements are i.i.d. Bernoulli random variables with probability

P(z,=1)="f. The typical set, T, is defined by
T = {z :‘— nlogP(z)-H(f )‘ < g}.

(@) Explain why:
(i) thereexistsan N, suchthatP(ze¢T ™) <& for n> N, . [2]

(if) the size of the typical set satisfies ‘T;“)

n(H (F)+e)
<2 2]

(b) B is a matrix of dimension (n—m)xn whose elements are i.i.d. Bernoulli
random variables with P(6, ; =1) =0.5.

(i) If b; is the first row of B, show that for any non-zero vector d, 2]

P(b;d =0)=0.5 where, as with all vector arithmetic in this question, the
product is performed modulo 2 and all vector elements are either O or 1.

(i) Hence show that P(Bd =0) =2"". [2]

(iii) Explain why this implies that if d, and d, are distinct vectors, 2]
P(Bd, =Bd,)=2"".

(c) For any matrix B as defined above, we select 2™ distinct codewords x; of length
n satisfying Bx; =0. Codewords are transmitted through a binary symmetric
channel with error probability f whose output is y = X +2z where z represents
the channel noise. The decoder estimates the noise by searching for z e T such
that Bz =By and then estimates the input codeword as X =y —Z.

(1) Show that the probability that the true noise vector, z, satisfies the 3]
requirements for z is greater than 1—¢ for n> N .

(i) Show that the probability of a z = z satisfying the requirements is less than [3]
2m" x‘Tg(")

(d) Determine a bound on R =m/n, below which the probability that X = x can be [4]
made arbitrarily small by taking n sufficiently large.
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2. In the diagram of Figure 2.1, x,yand x all lie in the set {0,,2,34} and x is a

deterministic function of ). The Bernoulli variable e equals 1 if x=x and 0
otherwise.

(@ If p,=P(e=1), justify each step in the derivation below and hence derive a
lower bound on the probability that x = x :

[12]
(b) The channel input takes one of five values: x €{0,1,2,3,4} with probabilities
[41111]/8 respectively. The channel output is given by y =x+2z modulo 5
where z € {-2,-1,0,1,2} with probabilities [1,4,6,4,1]/16 respectively.
(i) Show that H(x | y)=1.7463 bits. [5]
(i) Using the result of part (a), determine a bound on the decoder error [1]

probability.

(iii) Define the operation of the decoder x()) such that the error probability is [2]
minimized. Calculate the error probability of this optimum decoder.

N
X : y X
—» Noisy ——»{ Decoder ——»
Channel

Figure 2.1
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3.

(@)

(b)

(©)

(d)

Figure 3.1 shows a binary tree used to construct a Fano code for the symbol set
{1,2,3,4,5} with probabilities p =[0.33,0.22,0.18,0.162, 0.108]" . At each node in
the tree, the symbols are split into two consecutive groups with the splitting point
chosen to minimize the difference in total probability between the groups. Each
branch is labelled with the total probability of its group. Thus the first split divides
the symbol set into the two groups {1,2} and {3,4,5} with total probabilities 0.55
and 0.45 respectively.

(i)  Give the Fano codeword for each symbol and the expected code length.
(if)  Find the entropy H(p).

(i) Show that if the initial symbol probabilities are in descending order, then the
difference between the probabilities of the two groups at each split cannot
exceed the probability of the lowest symbol in the upper group.

(i) Explain why each symbol except one will provide this bound for precisely
one of the splitting operations.

At a typical internal node in the tree a consecutive set of symbols, i:k, is divided
into the two groups i:j and j+1:k. We define H,, to be the entropy of a

random variable x,, e{i,i+1,--,k} having probability vector [p., p,.,,"**, P, 1Q;r
where Q,, = Zfzi p, . We define L;, to be the expected length of a Fano code for
X, . For the leaf nodes, we define H; =L;; =0.

For each non-leaf node,

(i) show that Ly =1+L;Q;;Qu + Ly\1 Qs Quc

(i) show that H;, = H([Q;;Quc, Qe Quc]) + Hij Qi Qui + H 1 Q1 Qi
(iii) hence show that
Que (Lix = Hi) <1Qj = Qg [+Qu (L = Hi)) + Qe (L = Hijuny) -
You may assume without proof that H([p,q])>1-| p—q].

By combining the answers to (b) and (c) show that that if the initial symbol
probabilities are in descending order, the expected length of the Fano code for an
alphabet size of n isbounded by L,, <H(p)+1-p,.

0.33
@

Figure 3.1
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4. (a)

(b)

(©)

(d)

(€)

Determine the differential entropy h(v)=-Elogu,(v) when v is uniformly
distributed in the range (—a, +a) with probability density function u,(v) =0.5a"".

By considering the relative entropy D(f ||u,)=E, log(f (x)/u,(x)), show that if
X s restricted to the range (—a, +a), its differential entropy is maximized when
its distribution is uniform.

Figure 4.1 shows a communications channel whose additive noise, z, is
uniformly distributed in the range (-1, +1) . Justifying each step in your argument,
determine the distribution f (x) that maximizes 1(x;y)=h(y)—-h(y | x) subject
to the restriction that | x |[<1. Give coding and decoding schemes that achieve the
channel capacity for this case.

If x is instead subject to the restriction that | x |<2, determine the distribution
f,(x) that maximizes I(x;y). Give coding and decoding schemes that achieve
the channel capacity for this case.

Derive an expression for I1(x;y) interms of a when x is uniformly distributed
in the range (—a, +a) with a>1.

i

Figure 4.1
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5.

Xx IS a continuous, possibly non-Gaussian, random variable with zero mean and
variance o®. x is a random variable that is correlated with x and that satisfies
E(x-x)°’<D. You may assume without proof that h(x)<%log(2zec?®) with
equality if and only if x is Gaussian.

(@) Justify each step in the following sequence:

|(X;)?)2 h(x)—h(x | x)
2 h(x)=h(x — % | %)
2 h(x)—h(x - %) -
(iv) R

> h(X)—l/zlog(ZﬂeVar(X—X))

g h(X)—l/zlog(ZﬂeE(X—)?)z)

(vi)
> h(x)-%log27eD

2

(b) Suppose that x is generated as x =k(x +2z) where k=1-Do ™ and z is zero-

mean Gaussian with variance kD and is independent of x . Show that
(i) Ex?’=0?-D
(i) E(x-X)?=D [6]
(c) When x is generated as in part (b) above, justify the steps in the following
I(X;)?)gh()?)—h(kz)(isi)l/zIog(27ze(a2 —D))-h(kz). [4]
Hence show that | (x; x) <%log(c’D™).

(d) Explain the significance of the bounds proved in (a) and (c) on the rate at which it
is possible to code with maximum squared error of D, a sequence of i.i.d. random
variables drawn from the distribution of x .

[4]
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6. The stationary Bernoulli Markov process {Xi} has x, €{0,1} and a transition matrix

given by
0- 05 05
1 o0

where q,,,,., = P(x; =b| x;,_, =a) for a,be{0,1}.
(@) Determine
(i)  The stationary distribution of the process.
(i) The entropy of x;.
(iii) The entropy rate of the process.

(b) A coder processes the x; in pairs, i.e. the first codeword encodes {xl,xz}, the
next encodes {x, x,}, etc. Calculate the probabilities of all possible pairs and
hence design a Huffman coder. Determine the average code length per sample of

P
(c) The Bernoulli stochastic process {y,} has a probability distribution that depends
on {x,} with the following conditional probability matrix

[0.75 0.25]
R =
0 1

where r,,,,., =P(y; =b| x; =a) for a,b e{0,1}.
(i) Determine the distribution of y;.
(i) Determine the entropy of ;.

(d) A coder processes the y; in pairs as in part (b). Calculate the probabilities of all

possible pairs and hence design a Huffman coder. Determine the average code
length per sample of {y;}.

(e) Determine the values of H(y,|y,,) and H(y;|x,,,¥,,) and say how they
relate to the entropy rate of the process {y, }.
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2007 E4.40/S0O20 Solutions

Key to letters on mark scheme: B=Bookwork, C=New computed example, A=New

1. (a)

(b)

(©)

(d)

(i)

(i)

(i)

(i)

(iii)

(i)

analysis

From the weak law of large numbers, —n"log p(z) —2®— H (f) since the

elements z are i.i.d. The result follows directly.

1= z p(Z) > Z p(z) > 227n(H(z)+5) — 27n(H(f)+s)
z ZET;”’ ZeTé.(")

by rearranging.

T™|. The result follows

b/d= Zbl,j where the b,; are i.i.d. Bernoulli random variables with
dj=0

Bernoulli probability of 0.5. This equals 0 with probability of 0.5 provided
that the sum is non-empty, i.e. that d # 0.

Since each row of B is independent, the m—n elements of Bd are also
independent and the probability that they all equal 0 is 2™™".

Bd, =Bd, iff B(d,-d,)=0. Since d, and d, are distinct vectors,
d, —d, # 0 and the result of part (ii) holds.

z definitely satisfies Bz=B(y —Xx) =By -Bx =By and the probability
that z e T is greater than 1—& for n> N .

From part (b)(iii), the probability of any specific member, z =z, of T
satisfying Bz =Bz is 2™" so the probability of any one of them satisfying
itis less than 2™ x [T

The transmission can result in an error if either of the conditions in (c)(i) and
(c)(i1) arise. The probability of an error is therefore less than their sum. l.e.

P()A( ix)sg_i_zm—nxl-l-g(n) |S8+2m—nX2n(H(f)+5) :g+2n(H(f)+s+R—l)

For this to become arbitrarily small for large n, we need the exponent to be
negative:

H(f)+e+R-1<0 = R<1-H(f)-¢

The right hand side is in fact the capacity of the channel though this was not
requested in the question.
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2. (@ (1) From the chain rule, H(e,x|y)=H(x|y)+H(e|x,y). However the
second term is zero because e is completely determined by x and y .

(i) H(e,x|y)=H(e|y)+H(x|e,y)<H(e)+H(x|e,y) where the first [3B]

step follows from the chain rule and the second because conditioning
reduces entropy.

[3B]

(iii) We can split up a conditional entropy into a weighted sum of row entropies. [2B]

(iv) If e=0 then we know there is no error so x is completely determined by  [2B]
y soH(x|y,e=0)=0.

. . [1B]
(v) e isaBernoulli variable so H(e) <1.
Hence pe ZM [1B]
log(| X|-1)
(b) (i) We have H(x|y)=H(x,y)-HWy)=H(X)+H(|x)-H(y) and we
can use either the first of the second expression. The joint probability
distribution of x and y is
4 0 0 0 0y6 4 1 1 4 24 16 4 4 16
10100046411 4 6 4 1 1
001001464 1=——|1 46241
8x16 128
0 00101 14¢6 4 1 1 46 4
0 000 1/4 11 46 4 1 1 4 6
From the column sums
P(y)=[34,2819,19,28]/128 =[0.266,0.219,0.148,0.148,0.219] from which
H(y)=7-(34x5.0875+2x28x4.8074 +2x19x 4.2480) /128
= 2.2843 bits
Method (1) To get H(x,y) directly:
Including the scale factor, 27", we can calculate
4585 4 2 2 4
2 2585 2 0 0
logP(x,y)+7=| O 2 258 2 0
0 0 2 2585 2
2 0 0 2 2585
from which,
H(x,y)=7-(24x4.585+2x16x4+4x6x2.585+10x4x2)/128 [5A]
=4.0306 bits

Hence H(x |y)=H(x,y)-H(y)=4.0306—-2.2843 =1.7463 bits .
Method (2) To calculate H(x,y)=H(x)+H((/ | x)

p(x)=[41111]/8 = -logp(x)=[13333 = H(x)=2
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p(v|Xx)=[14641/16 = —logp(y|x)=[421.4152,4]
— H(y|x)=H(z)=2.0306

Hence H(x,y)=H(x)+H(y|x)=2+2.0306 =4.0306

H(x|y)-1 0.7463

log(| X|-1) 2

(iii) Taking the highest entry in each column of the above matrix, we see that the
optimum decoder maps y=[01234] to £=[0,0,2,30]. Summing the [2Al

maximum probabilities in each column gives an error probability of
1-(24+16+6+6+16)/128 = 0.4688 which does indeed exceed the upper

bound in (ii).

(i) From (a), p, > =0.3732 [1C]
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3. (@ (1) The codewords are [00,01,10,110,111]. Its expected length is given by

[0.33,0.22,0.18,0.162,0.108][2,2,2,3.3]" = 2.27 bits. [3C]
(i) The entropy is given by
[0.33,0.22,0.18,0.162,0.108][1.60,2.18,2.47,2.63,3.21]" = 2.23 bits [3C]
(b) (i) Suppose that g < p are the probabilities of the first symbol in the lower
group and the last in the upper group respectively. If the probability of the
upper group exceeds that of the lower group by more than p then 3A]
A

transferring one symbol into the lower group will subtract 2p from this

difference thereby reducing its absolute value. Similarly, if the probability of
the lower group is larger by more than p, the difference also exceeds

g < p.and we can reduce its absolute value by transferring one symbol into
the upper group.

(i)  The symbol providing the bound is the last one in the upper group. For all
subsequent divisions of that group, this symbol is bound to be in the lower
group and so can never again form the bound. After n—1 divisions, each  [2A]
symbol lies in its own group. Each symbol except the last must therefore
have formed the bounding value for the division that separated it from its
lower neighbour.

(c) (i) The Fano code uses one bit to select between i:j and j+1:k so the
expected length is given by:

Ly =1+L;P(xel:j)+L;,P(xej+l:k)
=1+ Ll:le:leTkl + Lj+1:ij+er£|<l

(ii) If we define U to be a Boolean variable that equals 1 if X is in the lower
group, then since H(v | x) =0,

H(x)=H(x,u)=HW)+H(x|u)
—H(W)+H(x|u=)PU=2+H(x|u=0)Pu=0) [2A]

= H([Q; Qj+1:k]Q£|<1) + Hi:jerQ£I<l +H j+J_'ij+J_'kQJ:I%
(i) H(Q, QulQu)>1-1Q,;Q5 —Q;uQu F1-1Qy; — Q) | Qi

Hence, subtracting the previous two results gives

[3A]

_ _ _ 2A
Ly — Hy <1-1+] Ql:j _Qj+l:k |Ql:kl +(L1:j - HIj)Ql:le:kl +(Lj+xk -H j+l:k)Qj+1_‘kQ1:kl [2A]
from which the result follows by multiplying by Q,, .
(d) From (b), the quantity in (c)(iii) satisfies |Q,;—Q, . [<p;. Hence (c)(iii)
becomes
(L —Hyp)Qu < p; +(Ly; —Hy)Quj + (Lo — H 1) Qs
[2A]
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At the leaf nodes, the quantities (L;; —H;;)Q,; =0. As we go up the tree, we
accumulate p; terms and, from (b)(ii) eventually include them all except p, .
Thus they sumto 1- p, and, since, Q,,, =1, the result follows.

4, (a) h(v) = -E logu, (v) = —log(0.5a™") = log 2a
(b) If x ~ f(x), we have
0<D(f ||uy)=E;log(f(x)/u,(x))=-h,(x)+log2a
and the result follows.

(c) We have:
1 (x;y)=h(y)-h(y | x)=h(y)-h(x+2z]|x)=h(y)-h(z)
=h(y)-log2=h(y)-1
Thus we need to find the input distribution that maximizes h(y’). Since | x <1,

we must have |y |<2 and the optimum distribution for y is u,(y) giving
h(y)=logd=2 = I(x;y)=1.

We can achieve capacity by making x =+1 with equal probabilities. We can then
send one bit per channel use and the decoder just detects the sign of y .

(d) Now we have
|xIK2 = |yK3 = h(y)<log6=2585 = I(x;y)<1.585

We can make y uniform by choosing x e{~1 0 1} with equal probabilities
and detecting at thresholds of y=+0.5.

() The pdf of y=x+Zz is trapezoidal in the range +(a+1) since it is the
convolution of two rectangular distributions. More precisely:

0.5a! lylca-1
p(y) = 4
0.25a (l+a—-|y|]) a-l<ylka+1

(2a)*

—(a+]) a-1)  (a-1) (a+1)

From symmetry and shift-invariance, we need integrate only half the distribution
and can shift it so the sloping portion goes through the origin:
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a+l

h(¥)=-2 [ plog p dy
0

2
= —2.[ plog p dy—2(a—1)x(2a) " x—log2a
0

(substitute p = (4a)'y = dy=4adp)
(2a)*

=(1-a™)log2a—8alogex jplog pdp
0

(2a)™

=(l-a")log2a—8alog e[0.5 p%(=0.5+1In p)
=(l-a")log2a+0.5a"loge+a*log(2a)
=log2a+0.5a"loge

Hence [6A]

I(x;¥)=h(y)-1=log2a+0.5a"loge—1=loga+0.5a"loge
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5. (@) (1) Definition of mutual information

(i) Translation invariance of differential entropy + x is conditionally constant.
(ili) Removing conditioning increases entropy (decrease because of — sign).
(iv) Gaussian bound on differential entropy for a given variance
(v) Mean square value is > Variance (note x may not be zero mean) [6B]
(vi) Mean square deviation bounded by D and log is monotonic increasing.
(b) (i) Since x and z are xero mean and independent, we have

E x?=k*Ex?+k*Ez? =k*c? +kD =k(ko? + D)

[3A]
=(1-Do?)((1-Do?)c*+D)=(1-Do?)c*=c*-D
(i)  For the same reason,

E(x-x)2=E(x-k(x+2))’=E(l-k)x —kz2)? =(1-K)’E x*+k’E 2° [3A]
=(1-k)’0’+k’k'D=(1-k)*c” +kD
=(Do*)’0’°+(1-Do?)D=D’c*+D+D’c*=D

(c) (i) Thisisa contraction of steps (i), (ii) and (iii) from part (a).
(i)  This is the Gaussian upper bound using the variance calculated in (b)(i).
Using this as the starting point [4A]
I (x; x)<%log(27e(c? — D)) -h(kz)
=Y log(27e(o” — D)) —Y2log(27e(k’k ' D))
=Y%log(27e(ko?)) —%log(27e(kD)) =% log(c°D ™)
(d) We have shown in (a) that it is always true that 1(x;x)>h(x)—-%log27zeD and
in (c) that there exists an x satisfying the distortion constraint with
| (x;x)<%log(27ec°D™"). The rate distortion function R(D) is the minimum
value of 1(x;x) with x satisfying the distortion constraint and must therefore lie
between these bounds. Note that if x happens to be Gaussian then the two bounds
coincide. [4A]
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(@) (i) The stationary distribution satisfies Q'p=p. If p=[p,q]' we have
p=05p+q = p=29 = [p,q]=[2/3,1/3].
(i) The entropy of {x.} is H([2/3,1/3]) =0.918 bits .
(iii) The entropy rate of a stationary Markov process is [6C]
H(x;|x,,)=2/3xH(0.5)+1/3xH () =2/3x1+1/3x0=0.667 bits.

(b) We have P(ab)=P(x, =a)P(x, =b|x, =a) which gives:

P([00,01,10,11]) =[0.667 x 0.5, 0.667 x 0.5, 0.333x1, 0.333x 0] = [0.333, 0.333, 0.333, 0]

Huffman codes are therefore 0, 10, 11 with no code for the impossible pair 11.
The average code length is 1.667 bits per pair or 0.833 bits per sample: this lies  [4A]
between the entropy rate and the entropy.

(¢0 () p,=R"p,=[0505]". 2]
(i) HQ;)=H(p,)=1bit.

(d) We can take the pair probabilities calculated in (b) and determine the possible
(v, } pairs that can result. We have the following conditional probabilities:

x pair  p(x) y pair
00 01 10 11

00 1/3 9/16 3/16  3/16  1/16
01 1/3 0 12/16 0 4/16
10 1/3 0 0 12/16  4/16
Summing the columns and multiplying by p(x;) =1/3 gives
P([00,01,10,11]) =[3/16, 5/16, 5/16, 3/16] =[0.1875, 0.3125, 0.3125, 0.1875]
The Huffman codes are 10, 00, 01, 11 and the average code length is 2.
(e) From the pair probabilities in part (d) we get
H(;|y,,)=H(3/8,5/8]) = 0.9544 bits

[4A]

Since y, does not depend directly on y, , we have

Hil X yi) =HW: 1 xi4)
=HW; | X, =0)P(x;, =0)+H(; | x;, =0)P(x;, =0)
= H([12, 20]/32)x 2/3+ H ([12, 4]/16)x1/3
=0.9544x2/3+0.8113x1/3=0.9067

[4A]

The entropy rate of {J/;} must lie between these two values.
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